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Abstract: For the satisfaction of individual customerthat the customer is provided with a personalized
requirements, products with many options are offered iecommendation for a product and the manufacturer can
mass customization. However, in the area of eeduce uncertainties.

commerce, the large number of possible product In order to support the customer in transferring his
configurations can overwhelm the customer, as he or sheeds to a customized product and to reduce the
is not supported by a human sales expert. To minimiggormation overload, this paper proposes an extension
the customer's overload, this paper examines tha&f a knowledge-based product configurator by a
combination of a knowledge-based product configuratqurobabilistic recommendation system.

with an upstream probabilistic recommender system to In the following section 2, related work is presented
provide a quick, individual and dynamic initial to put the approach of a combination of a probabilistic
orientation for the customer. The application of th@ecommendation system and a knowledge-based product
approach is demonstrated using an example fromonfigurator mainly in the context of configuration

engineering design. systems and recommendation systems. Furthermore, the
Key Words: Product Configuration, Recommender method of Bayesian networks is introduced. Section 3
System, Bayesian Network, Knowledge-based System, describes the architecture and modeling of the
Engineering Design probabilistic recommendation system. Afterwards in

section 4 the presented approach is demonstrated with an
application example and discussed in more detail in
1. INTRODUCTION section 5. The last section 6 summarizes the article and

Customization enables customers to realize their oWtiESENts a further research agenda.
ideas when choosing or co-designing a product according
to their individual needs [1]. However, the variety of
options for customization can also overwhelm the
customer which is discussed amss confusioror the
burden of choicg2]. Especially when configuring high- Configuration systems have proven to be a leading
involvement products, such as cars or kitchen machingschnology in supporting mass customization, which as a
domain knowledge is required to compare the produptoduction paradigm supports the manufacture of highly-
properties and their effects on usage with the individughriant products under pricing conditions similar to mass
requirements of the customer [3]. This domaiproductions [10, 11]. According to Sabin [12],
knowledge is particularly absent for new orconfiguration systems in the area of mass customization
unexperienced customers, so that he or she cannot make be divided into two levels: order-realization and
a purchase decision due to the uncertainty associaigesign-realization.
with the product selection [4].

Another problem is the phenomenon that customers *
do not know exactly which product they want, when they
are confronted with a selection of product alternatives
[5]. The theory of preference construction e.g. describes o i
that customers do not know their preferences in advance, * At the product-realization level, the goal is to
instead they develop them during the selection process  design product families rather than individual,
and adapt them to the selection situation [6]. The same  ndependent products [13],

can be observed from the supplier side where a wide sales support systems can also be assigned to the
spectre of product variants leads to a loss of predictigfider-realization level. These help sales staff to define
precision and a high degree of uncertainty regardingoducts by identifying customer requirements or they
ordering quantities [7, 8, 9]. guide customers as stand-alone systems through the
From this point of view, a system that can handlgnhgice and configuration process [14]. Sales support

uncertain input parameters, incomplete data angstems are characterized mainly by product illustration
changing customer preferences is a valuable support, so

2. RELATED WORK

2.1. Configuration Systems

At the order-realization level, the requirements
are to understand the customer's needs and to
describe a product variant that can meet these
needs [4].
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and decision support [15]. Since configuration eyst where little information is available or few ratsgre
go beyond the use of filters, the implementationaof available to generate a recommendation [21]. A KBS
knowledge base is necessary to define the possitdeoids these disadvantages because a recommenigation
combinations of components or restrictions [14]. based on stored knowledge and not on user rafirygs.

In general, configuration systems can be assigoed is because a KBS focuses on the situation of the arsd
knowledge-based systems (KBS), which are basetleon thow the recommended products can meet the specific
product domain and problem-solving knowledge [1lneeds [5].

12]. In turn, the knowledge-based engineering syste RS based on probabilistic methods such as Bayesian
(KEBS) are a specialization of these that exterel tmetworks (BN) are used to represent uncertain
capabilities of the KBS by computer aided analysidependencies between users and products or irotase
(CAE) and computer aided design (CAD) and servimcomplete database. Thus, de Campos et al. [22]aus
decision support or design automation tools [16]. BN to link content-based and collaborative
recommendations. They combined a qualitative
representation of the relationship between useid an

Recommendation systems (RS) guide customers intams, and a gquantitative representation to exptess
personalized way to interesting and useful objatta weight of the relationship. Weng et al. [23] usBM to
wide range of possible options or generate thegectsb suggest related products to customers when they
as a result [5]. By guiding the customer througk thpurchase certain products. These approaches aeel bas
selection process to their product, sales can treased on a large database and on products that are rgula
[17]. For this reason they have become an essqudtial rated or purchased. The possibility of using a BNaa
of the e-commerce business. According to Thakual.et knowledge-based RS is not considered in this contex
[18] the following properties of a RS can be define

2.2. Recommender Systems

2.3. Bayesian Network

* RS use databases that contain the interactions Bayesian networks (BN) are today one of the most
between customers and prqducts. important approaches for processing uncertain

* RS produce recommendations for products thgf,oyiedge with the help of probabilities in theldieof
the customer might prefer. , artificial intelligence (Al) [22, 24]. FurthermoreBN

* RS learn to provide better recommendations OV&eem to mimic humans in reasoning complex tasks by
time through continuous interaction with thelinking known factors with others [25] and theyoal a
customer. complex system to be built by combining simplertpar

* RS are interactive as they adjustog].
recommendations in real time based on According to Russel and Norvig [27] the structufe o
interactions with the customer. a BN describes a directed acyclic graph (DAG) iriclvh

These described characteristics for an RS can B8Ch node is provided with quantitative probability
implemented by different techniques, since dformation:

recommendation depends on the products, the alailab 1 Each node in the BN corresponds to a random

data and the required knowledge. Burke [19] variable, which can be discrete or continuous.

distinguishes four classes of RS based on theirceoof 2. A set of directed arcs connects pairs of nodes. The

knowledge: arcs specify the causal relations between the
» Collaborative: RS generates recommendations nodes [28].

3. each node has a conditional probability
distribution that quantifies the effects of the
previous or parent nodes on the observed node.

based on rating information about products from
different users.

» Content-based: The RS generates
recommendations based on the assignment of The main application for BN is inference, where the
features to products and the rating that the usgrfobability distribution of unobserved nodes iscotated
has given the product. or updated as new knowledge or observed variables

+ Demographic: A demographic RS uses d&ecome available [29]. The possibility of represent
demographic profile of the user to generat®N knowledge is discussed in more detail in chapter
recommendations. as this is an important prerequisite for using BiNaa

e Knowledge-based: A knowledge-based RS makagcommender system. In chapter 4, a BN is preseaged
inferences based on the user's needs amadgraph inthe context of a application example.(E).
preferences to propose a product.

In the case of a product recommendation of high- 3. MODELLING OF A PRODUCT

. CONFIGURATOR WITH A PROBABILISTIC

involvement  products, the weaknesses of the RECOMM ENDER SYSTEM

recommendation techniques collaborative, contesétha

and demographic, such as sparsity and cold-stad, fo The integration of RS into existing configuration

a poor quality of the product recommendation [TTHe technologies is crucial for effective support oftmmers

problem of sparsity describes the need for sufiicie in selecting products with many variants [5]. Evethe

users and rated items to make a recommendatiord baggoduct configuration systems and RS can be counted
on user similarities [20]. The cold-start probleecars among the KBS, Falkner et al. [30] sees a diffegeinc
when new users or new items are added to the systétg representation of knowledge. For him, product
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configurators often use a knowledge base, whereéas Rddition, the customized product variant can be
use a table of explicit solution alternatives [1This transferred to a CAD program or visualized on asiteb
assumption applies to case-based and constraiattbas
RS, which find a suitable solution based on sirtiks
or by an elimination procedure. For probabiliSiS,
which are also based on domain-specific knowlettgs, Due to the use of BN in the field of Al with a brba
assumption is not completely true. A detailed dpson and successful application for problems with high
of the modelling and knowledge representation of ancertainty, the field of RS seems to be an intergs
probabilistic RS is given in section 3.2. area of use [22]. In order to be able to use thism far

Our approach describes an extension of a produsigh-involvement products, the so-called "knowledge
configuration system by a probabilistic RS to f@ie  bottleneck" has to be overcome. In KBS this represe
the customer's entry into the product configuratiothe acquisition and organization of a large amoaint
process by a probably suitable initial configuratio domain-specific knowledge [25]. A decisive advaetag
Based on this initial configuration, the customanase of BN is that it allows the combination of sevesalirces
the product configurator without any restrictioffhis  of knowledge, such as different experts or datattogy
support of the customer by means of a initialith incomplete knowledge, that is recognized to a
configuration is primarily intended for those who dot certain extent [34]. The structure as a DAG mdkisa
have broad domain knowledge or have uncertaiglobally consistent knowledge base [35].
preferences. Advanced customers can use the productKorb and Nicholson [36] propose a two-step
configurator user interface as usual and confighesr  approach for modeling a BN: (1) building the struet
product using the product options. The goal ofnodes with values and arcs) and (2) assigning the
combining a product configurator and RS is to méhge parameters (probabilities). This approach can #&lso
respective advantages of the systems in findingtisols, applied to the modelling of a BN as a RS, as fidssible
in order to provide proactive support to customers. to avoid iterations, if the conditional probabési have to
be adjusted due to a structural change.

The first step is to define the variables or nodase
to the combination with a product configurator, thef

For product configuration at the product-realizatio or output nodes (nodes without children) of the BN
level, KBS are often used because they are paatigul represent the product options, so that a direastea of
suitable for representing a solution space [16hc&i the product options to the product configurator is
detailed domain knowledge is required for thepossible. The root or input nodes (nodes withouéipia)
development of KBS and in order to keep iteratmopls of the RS represent the customer needs or usage
to a minimum, KBS are often used in the embodimemspecifications. Further nodes can be defined betwee
and detail design phase of the product developmerdot and leaf nodes to increase the accuracy oBtlie
process [31]. Hopgood [32] divides a KBS into thre@and to reduce the computing effort, if many parexdes
essential components: knowledge base, inferencimeengare linked to a child node. Furthermore, these sa#m
and interface to the environment (Fig. 1). By thislso combine requirements from different needssagae
structure, the explicit knowledge is stored semdyat specifications and pass them bundled to a leaf.node
from the inference engine. The knowledge is As the nodes can take on different values, thege ha
programmed either in the form of rules or in tabulato be defined as well. The values can be divided in
form, so that standard part catalogues or desilgs man different types: discrete values (Boolean nodewgir
easily be implemented, so that even complex taaks cvalued or multinominal categories) and continuous

3.2. Modélling of a Bayesian Network as a
Recommender System

3.1. Product Configurator System in Engineering
Design

be represented systematically [33]. values [36]. In general, the use of discrete valises
Other useful for the RS in order to reduce the computatio
Humans Hardware Data gggare effort and to enable easier traceability.
E 3 E 3 E 3 1 The second step is to connect the nodes with arcs.

The focus should be on the relationships between th
nodes or variables, such as a causal relation8Bip fFor

the BN as RS, attention should be paid to which
customer needs or usage specifications have areimde

on the selection of product options and thus a
dependency exists between these nodes. This can be
done by experts or by analyzing products alreadg so

Interface to the outside world

Knowledge Inference
base engine

Essential
components

T C o their o0 -
(3] together with their options and the specified comp
Knowledge Explanation || § § needs
aquisition dule Ea o ) i
module modu 2 g The third step is to determine the parameters that
o

represent a set of conditional probability disttibns of
Fig. 1.Components of a knowledge-based system [30[children’s values at given parental values [36]eskh
parameters can be determined from data using data
Through the interface to the environmentMining methods or expert interviews. Despite thet fa
information can be exchanged, as in our case theugt that this information is usually subject to uncey a

options from the RS to the product configurator. I8N allows the direct expression of fundamental and
qualitative relationships of direct influences, alhiare
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expanded and preserved by a BN with relationships asage data or product variants. As already desgtribbe
indirect influence [35]. By storing the customerede chapter 3.2, the usage data and customer needs are
and the finally selected product variant, the patens queried as input for the RS. This can be done bgnme
can be continuously improved by inference or leggni of a drop-down selection or sliders. The inputs then
so that the precision of the BN for the recommeindat processed in the RS and the recommended product
can be optimized over time. options are returned. The recommended product rgptio
After the BN has been modelled, an appropriateerve as initial input for the product configuratahich
inference strategy must be defined. Various infeeenthen generates a product variant. During the
algorithms can be used for this. For small netwahks configuration process, the customer has the pdisgitd
exact inference can be performed e. g. by inferdnce change his entries to adapt the product to his nieksl
enumeration, variable elimination or a join treesoon as the customer has configured his customized
algorithm. For larger networks this is only possibl product, it is saved together with the usage daid a
appoximatively by different sampling methods, sash customer requirements. This data can then be rdosed
direct sampling, rejection sampling, likelihood gleing training the RS and the system can suggest better
or Markov Chain Monte Carlo (MCMC) algorithms [27]. recommendations over time.

3.3 Application of a Bayesian Network asa

Recommender System 4. APPLICATION EXAMPLE

i ) This section describes the application of the apgino

In order to provide the customer with a probably,. he combination of a product configuration syst
suitable initial configuration, th_e _product _confr_gtor and a probabilistic RS using an application exarfraim
has to be extended by a proabilistic RS. Fig. Zruims engineering design. For this purpose, an existhoglyxt
the flowchart for a product recommendation Withyonfigurator of a tea brewing machine (Fig. 3.) wasd,
subsequent product configuration. which enables a configuration within the CAD system
Autodesk Inventor [37]. The knowledge base and the
user interface were set up in Excel, so that astearof
product options through the RS is possible using
standardized formats, such as XML or CSV.

Advanced
User?

Pe—— - - ————— - - \ 4

1
Input Usage Data 1 Input Product
and Customer Needs | Options

v

1

1

1

1

1

1 Product
: Recommendation
1

1

1

1

1

L] |

Output Product
Options

Water Tank Size:

C. D) C
Number of Storage Tanks:

@ >« ®
Cover Layout:

( 9Q— @—

Fig. 3.Tea Brewing Machine with customizable Covers
and Tanks

Product
Configuration

1
1 1
1 [}
1 1
1 1
| v |
1 1
1 1
1 1

Output Customized Input changed
Product Product Option

A
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The probabilistic RS in the form of a Bayesian
network (Fig. 4.) was built within MATLAB® using an
open source package for directed graphical models called
Bayes Net Toolbox (BNT). One of the strengths of BNT
is the variety of implemented inference algorithms [38],
so that a decision for an inference algorithm can beemad

Fig. 2.Flowchart of a Product Configurator with & at a late stage, when the modeling of the BN is already in

Probabilistic Recommender System progress.
The procedure described in Section 3.2 was applied

Due to the separation of the recommendation systeg modelling the BN. The nodes were selected from the
and the product configurator, experienced custorm@ns given product options of the product configurator and
directly enter their desired product options an@ thfrom an analysis of the usage scenarios for a tea bgewi
updating of the systems is facilitated in caset@fnged machine, which also led to the selection of the values for

Save Customized
Product with
Customer Needs
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the nodes. The assignment of the dependenciescer ar 6. CONCLUSION AND FURTHER RESEARCH
was based on a causal approach of the nodes, hasvel | order to avoid overwhelming customers in their

the estimation of experts. The structure of thefBNthe  gice of highly-variant products and to activelpgort
tea brewing machine is shown in Fig. 4. Here, 8@ ,om in their preference design process, this paper
nodes represent the usage data and customer ne&Us g oys the approach of extending a knowledge-based

subjective level in order to be able to better inguhe ,.oqct configurator by a probabilistic recommerufat
preferences of the customers when selecting prsducgystem_ A method of artificial intelligence, Baysi

The dark grey nodes represent the product optibtise0 oy orks; is used as a knowledge-based recommendati

existing product configurator. The light gray nod@s/e gy stem. They enable a combination of several sewte
been added for a better overview and to reduce i, jedge, such as expert knowledge and data, Heget
computing effort. They also express conditionalii, the processing of incomplete or uncertain
dependencies between the nodes of the same layer. — ynoyjedge. Due to its structure as a directed acycl
Expert knowledge was used for an initial selectibn graph, the Bayesian network remains consistent
parameters or probabilities. During a verificatioihthe throughout, so that no conflicts occur or need & b

prototype a product recommendation could already hgsqoved. By updating the Bayesian network through
transferred to the product configurator. A planneghterence, a'learning process can also be initiatethat
validation of the presented system will be exec@8@® he accuracy of the recommendations improves over

field study, on the one hand to evaluate the quafithe e The presented approach was also appliedestett
recommendations and on the other hand to colletzt d%s an example on a tea brewing machine.

for a training of the BN. For further research, a validation in the form of a

field study is planned in order to be able to eatduthe

ber of Wag?’Ta”k quality of the recommendations and to determine a
ng'gr;rkzrs 2€ reduction in the overwhelming of customers. By
analyzing the recommendation data, the learning

progress of the recommendation system can also be
documented over time, which in turn can have an

influence on product configuration, as rarely used

options or variants can be adjusted. Furthermore, a
benchmark for the widespread knowledge-based

recommendation systems, such as constraint-based or
case-based, could be interesting.
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